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Abstract

As a first step towards calculating minimal surfaces in AdS3, related to scattering amplitudes

through the AdS/CFT correspondence, we develop a method for finding the small solutions to

the Schrödinger equation written in a two-component form. The solutions are found iteratively

from an integral equation resembling that of the Y -functions that previously have been used

to find the minimal area. We apply our methods to the harmonic oscillator and find complete

agreement with the known solutions.
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1 Introduction

In this essay we study minimal surfaces in AdS3 that, on the boundary, end on null polygon loops

as illustrated in figure 1. We seek to develop a method to iteratively find the shape of these surfaces

using the Y -system formalism.

Previous work, [1], have been able to compute the area of the surfaces without knowing their shapes

and we will now build upon that theory to find the actual configurations. Our approach is to first

study a similar problem with known explicit solutions, namely the Schrödinger equation written in

a two-component form and especially the case of the harmonic oscillator.

We derive the Y -system equations with the Schrödinger problem in mind and find an integral

equation for the small solutions that, in the scattering amplitude picture, would give us the minimal

surface.

After finding the surface one could start calculating corrections to the scattering amplitudes by

considering fluctuations around the classical shape. We would also be able to study the surface’s

dependence on the polygon and investigate possible transitions. Additionally, Y -systems are

encountered in a wide variety of problems where it would be useful to find the small solutions.

∂AdS

Figure 1: Imagined minimal surface in AdS used to calculate scattering amplitudes in N = 4 SYM.
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This essay is organized as follows. In section two we review the background that leads to the

correspondence between scattering amplitudes and minimal areas. The following section introduces

the two-component formalism for the Schrödinger equation and then derives the Y -system functional

relations together with their integral equations. The next section is dedicated to developing similar

integral equations for the small solutions. In section five we apply our theory to the harmonic

oscillator and compare our results with the known, explicit solutions. We conclude by stating how

the methods can be generalized to find the minimal surfaces.

2 Background

Let us first introduce the background that motivates why scattering amplitudes can be calculated

by finding the minimal area of a string world sheet in AdS.

2.1 AdS/CFT correspondence

The AdS/CFT correspondence is a conjecture that relates certain conformal field theories with

certain string theories in a background with AdS (Anti-de-Sitter) as a factor. The conformal theory

is living on the boundary of AdS which is conformally flat [2].

A well studied example of the conjectured duality is the conformal theory N = 4 SYM and type

IIB string theory in AdS5 × S5. Using various methods of integrability one has been able to check

the correspondence in many cases and found complete agreement [2].

For the N = 4 SYM theory we have two important parameters: gYM which is the coupling constant

of the Yang-Mills theory and the rank N which states the gauge fields’ symmetry group, SU(N).

It is useful to instead consider the pair λ and N where the former is called the ’t Hooft coupling

and is defined as λ = g2YMN .

On the CFT side, physical quantities are usually most easily calculated by expanding in small λ,

i.e. perturbative gauge theory, while the string theory on the AdS side is easier to understand for

large λ where the strings become classical. Taking the so called planar limit N →∞ while keeping
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λ fixed results in free strings as in a string coupling constant that goes to zero. All this is very

beautifully explained in [2, figure 2] and surrounding text.

One important aspect of the dictionary between the two types of theories is the relation between

the expectation values of Wilson loops in the CFT along a contour C and the proper world sheet

area of a fundamental string ending on the same contour C on the boundary of AdS [3]. Beyond

the classical limit λ→∞ one should consider the full partition function.

2.2 Scattering amplitudes and null polygonal Wilson loops

Other important quantities of the conformal theory are regularized scattering amplitudes that in

the strong coupling limit have been shown to be related to the area of minimal surfaces ending on

polygons with light-like or null edges [4]. These edges correspond to the momenta of the massless

gauge particles which forms a closed polygon because of momentum conservation.

The area of a surface ending on this null polygonal contour computes a Wilson loop. Hence, at

strong coupling we have that scattering amplitudes are given by null polygonal Wilson loops. This

led to the conjecture of a duality between the two at all couplings [4] which now is a statement

purely on the CFT side.

In [5], Alday and Maldacena calculated the leading order contribution to the regularized four point

scattering amplitude at large λ by finding the classical world sheet area in AdS5 that ends on a

polygon with four null edges.

A few years later, Alday, Maldacena, Sever and Vieira in [1] found a way to compute the area for

a general number of null edges. They used methods of integrability to write a set of functional

equations on the form of the Thermodynamic Bethe Ansatz equations and showed that the area is

the TBA free energy.

The functional equations called the Y -system could be solved iteratively after rewriting them as

integral equations. This made it possible to then find the free energy by numerical integration and

thus also the area without actually finding the shape of the minimal surface. In this essay we will

study similar functional equations that can be used to find the shape as pictured in figure 1.
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For simplicity, we will consider minimal surfaces that can be embedded in AdS3 ⊂ AdS5 for which

the null polygon edges lie in a two dimensional plane. To be able to verify our methods we apply

them to a problem of similar structure with known explicit solutions. It can be shown that the

Schrödinger equation, rewritten in a particular way strongly resembles the initial equations of [1]

for the case of AdS3. Finding the wave function of the harmonic oscillator in this formalism is

closely related to finding the minimal surface that ends on a null-edged octagon.

In fact, the two problems are so similar that we will use the more well known Schrödinger problem

as a foundation for reviewing the theory behind [1]. Where differences arise we will try to diligently

point them out. Let us first though, briefly present the starting point for the AdS3 picture in [1].

The integrability of the classical string model in AdS5 is closely related to the existence of a one

parameter family of flat connections [1, 6]. The equations of motion for the classical string together

with the Virasoro constraints and null polygonal boundary conditions on ∂AdS can be written in

terms of this connection J and the flat sections that satisfy

(d + J(ζ))ψ = 0 , (2.1)

where ζ is called the spectral parameter, see [1, 7] and references therein for more details.

We will use the fact that, in a specific gauge,

J ∼
ζ→0

1

ζ

−√p(z) 0

0
√
p(z)

 dz J ∼
ζ→∞

ζ

−√p̄(z̄) 0

0
√
p̄(z̄)

 dz̄ (2.2)

where p(z) is a polynomial that encodes the shape of the polygon.

The minimal surface in terms of the embedding coordinates is encoded in ψ and can be obtained

as described in [7].
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3 Y-system

In this section we introduce the Y-system by looking at the example of the harmonic oscillator. This

enables us to study the theory with a well known problem and to compare with explicit solutions.

The framework is also easily extended to include all potentials of the form V (x) = x2M with M ∈ N.

The first parts regarding the two-component form of the Schrödinger equation is inspired by [8]

with reference [9] while the later part follows [1]. We will here focus on the details that will be most

useful to us and use slightly different methods to derive the main results of [1] – methods that are

more easily extended to finding the small solutions.

Consider the time-independent, one dimensional Schrödinger equation

− d2

dx2
Ψ(x) + V (x)Ψ(x) = EΨ(x) . (3.1)

We note that with this normalization the eigenvalues for the harmonic oscillator V = x2 are

E = 2n+ 1 with n = 0, 1, 2, . . .

Introduce another field Φ ≡ 1
Q(x)

d
dxΨ where Q(x) ≡

√
V (x)− E. The Schrödinger equation can

now be written as a system of first order differential equations:

d

dx
Ψ = Q(x)Φ

d

dx
Φ = Q(x)Ψ− Q′(x)

Q(x)
Φ .

(3.2)

We take the combinations φ± ≡ 1
2 (Ψ± Φ) which then satisfy

d

dx
φ+ =

(
+Q(x)−R(x)

)
φ+ +R(x)φ−

d

dx
φ− =

(
−Q(x)−R(x)

)
φ− +R(x)φ+ ,

(3.3)

where

R(x) ≡ 1

2

Q′(x)

Q(x)
.
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To simplify the differential equations and to make contact with the similar equations for the

scattering amplitudes we define

ψ±(z) ≡ −i
√

2Q(x)φ±(x) with z = E−
1

2M x

q(z) ≡
√
p(z) ≡

√
z2M − 1

r(z) ≡ 1

2

q′(z)

q(z)

ζ ≡ E−
1+M
2M ,

(3.4)

where we let z be a complex variable.

The polynomial p(z) corresponds to the polynomial of the scattering amplitudes discussed above.

The variable ζ will in this context be called the spectral parameter and the solutions ψ = (ψ+, ψ−)

are called sections to relate to the scattering amplitude picture.

We obtain (
∂z + J

)
ψ = 0

J ≡

− 1
ζ

√
p(z) −r(z)

−r(z) + 1
ζ

√
p(z)

 ,

(3.5)

where J is called the connection. The sections can then be formally written as

ψ(z) = P exp

(
−
ˆ z

z0

J(w) dw

)
ψ(z0) , (3.6)

which can be seen as the parallel transport of ψ(z0).

Notice that in the limit ζ → 0 we obtain a connection very similar to that of the scattering

amplitudes in (2.2) where the spectral parameter is now essentially the energy in the Schrödinger

equation. The explicit solutions are discussed in section 5.

By considering an equivalent form of the equations, in terms of Pauli matrices, we find an interesting

property of the sections (
1∂z − σ1r(z)− σ3 1

ζ

√
p
)
ψ = 0 . (3.7)
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Since σ1σ3σ1 = −σ3 we get that if ψ(ζ; z) is a solution to the equations, then so is also ψ(eiπζ; z).

This property will be used extensively when we analyze the solutions below.

The spectral parameter is often written on the form ζ = eθ and to simplify our expressions we

introduce the notation f±(θ) ≡ f(θ ± iπ2 ). For ζ we have that f±(ζ) = f(eiπ/2ζ) where, generally,

f [4](ζ) ≡ f++++(ζ) = f(e2πiζ) 6= f(ζ) since we typically don’t identify θ � θ + 2πi, but instead go

to another sheet. (Consider for example f(ζ) = ζ1/2 = eθ/2.)

We define an anticommuting product between two sections ψi and ψj as

〈ψi, ψj〉 = det(ψi, ψj) = εαβ(ψi)α(ψj)β , (3.8)

where the solutions are evaluated at the same z. By taking the z-derivative of the product above

and using (3.5) one can show that it is independent of z.

3.1 Small solutions and Stokes’ phenomenon

At large z we can neglect r(z) in J which goes as z−1. We get an asymptotic solution

ψ ∼
large z

A+

1

0

 exp

[
+

1

ζ

ˆ z√
p(w) dw

]
︸ ︷︷ ︸

ψ+

+A−

0

1

 exp

[
−1

ζ

ˆ z√
p(w) dw

]
︸ ︷︷ ︸

ψ−

∼ A+

1

0

 exp

[
+

1

ζ

zM+1

M + 1

]
+A−

0

1

 exp

[
−1

ζ

zM+1

M + 1

]
,

(3.9)

which we will call the large-z asymptote. The proportionality factors A± can in general be functions

of the spectral parameter ζ.

The solutions span a two dimensional space, but it is only a specific choice of A+ and A− that

give a vanishing solution at large z in a given wedge of the complex z-plane. Such solutions will

be called small solutions. We see that the choice A+ = 0 and A− = 1 gives a small solution for

Re(zM+1) > 0 e.g. | arg z | < π/(2M + 2).
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S0

S1S2

S3

S−1S−2

Figure 2: Stokes sectors in the case of M = 2

We get 2M + 2 different sectors Sk called Stokes sectors as pictured in figure 2, each with a unique

(up to normalization) exponentially decaying solution sk. The asymptotic expansion for the small

solution in sector zero with real positive ζ

s0 ∼
large z

A0

0

1

 exp

[
−1

ζ
ω(z)

]

ω(z) ≡
ˆ z√

p(w) dw ,

(3.10)

is valid in S0 as well as in the nearby S−1 and S1. In S−1 ∪ S1 the solution s0 is exponentially

increasing because here Re(zM+1) < 0. Recall though, that this is only the large z asymptote in

S−1 ∪S1 and that there might be an exponentially decaying term hiding behind it in these regions.

Thus, when we reach S2 for example, s0 is, in general, not exponentially decreasing again because

of the potential, hidden term in S1 that now has become large. This behavior for the solutions is

called the Stokes’ phenomenon. See also figure 9 where the phenomenon is shown by the explicit

solutions.

The uniqueness of the small solutions is assured by the fact that we have a two dimensional solution

space which can be decomposed as in (3.9) and that a large solution can’t be added to a small

solution without making it large. In contrast, a large solution remains a large solution in general if

we add another large or small solution.
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3.1.1 Shift relations

We showed earlier that if s0 is a solution to (3.7), then so is also σ1s++
0 and we now see by smoothly

changing θ while rotating z that

σ1s++
0 ∼

large z
B0

1

0

 exp

[
+

1

ζ
ω(z)

]
(3.11)

is small in S1 where Reω(z) < 0 (recall that the asymptotic expansion is valid in the neighbouring

sector as well). This must be proportional to the unique small solution in S1. From s0 we can now

define small solutions in every sector by

sk ≡ Cks[2k]0 C ≡ iσ1 (3.12)

where f [2k](θ) = f(θ+iπk). The extra factor of i in C have been included for the following property

to hold:

〈si, sk〉++ = 〈C−1si+1, C
−1sk+1〉 = det(C−1) det(si+1, sk+1) = 1 · det(si+1, sk+1)

= 〈si+1, sk+1〉
(3.13)

Note for later that detC = 1 and C2 = −1.

To simplify our expressions we will normalize s0 such that 〈s0, s1〉 = 1. Using (3.13) we then get

that all 〈si, si+1〉 = 1. Keep in mind though that this does not fix the normalization completely –

we still have a freedom of letting s0 → f(θ)s0 where f+f− = 1 as will be discussed later. Such a

function f(θ) will be called a zero mode in this context.

3.2 The Schouten identity

The Schouten identity is an identity for 2× 2 determinants or, equivalently, two-component spinors

with an anticommuting product 〈ψi, ψj〉 denoted 〈i, j〉 for brevity.

Two linearly independent solutions ψi and ψj to (3.5) span the two-dimensional space of solutions.
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Thus, a third can be written as

ψk = aψi + bψj , (3.14)

where a and b are z-independent coefficients.

We now take the product with ψj and ψi on the left to get

a =
〈j, k〉
〈j, i〉

b =
〈i, k〉
〈i, j〉

〈i, j〉ψk = −〈j, k〉ψi + 〈i, k〉ψj .

(3.15)

Multiplying with another ψl on the right we get the Schouten identity

〈i, j〉〈k, l〉+ 〈i, l〉〈j, k〉+ 〈i, k〉〈l, j〉 = 0 . (3.16)

3.3 Hirota equations

We will now introduce a special case of the Hirota equations. These types of functional equations

are typically encountered when studying integrable models where the involved functions, in that

case, are eigenvalues of transfer matrices [1].

Let us define the T -functions as

T2k+1 = 〈s−k−1, sk+1〉

T2k = 〈s−k−1, sk〉+ .
(3.17)

Outside of the range s = 0, . . . , n − 2, where n is the number of small solutions, we let Ts be zero

as done in [1].

Using the Schouten identity (3.16) and our normalization 〈si, si+1〉 = 1 we get the Hirota equations

T+
s T
−
s = Ts−1Ts+1 + 1 . (3.18)
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3.4 Y-system equations

Specific to our choice of normalization, we define the Y -functions as

Ys = Ts−1Ts+1 , (3.19)

Since Ys is the product of two next-to-nearest neighbouring T -functions we have that Ys is nonzero

only for s = 1, . . . , n− 3 [1].

Using our definitions (3.17) this can be written more explicitly as

Y2k = 〈s−k, sk〉〈s−k−1, sk+1〉

Y2k+1 = 〈s−k−1, sk〉+〈s−k−2, sk+1〉+ .
(3.20)

In [1] they give a more general form of the Y -functions and show that they are independent on

the choice of normalization – where we use 〈i, i+ 1〉 = 1 as mentioned above. The Y -functions are

physical objects with a geometrical description described below.

Using the Hirota equation on Y +
s Y

−
s written as T -functions we get the Y-system equations

Y +
s Y

−
s = (1 + Ys+1)(1 + Ys−1) . (3.21)

These relations are essentially rewritten Schouten identities without real physical content. The

physical input that is required comes from the asymptotics which we will obtain in the following

section.
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3.5 Geometrical interpretation

To get a geometrical picture of the Y -functions we will consider a normalization independent

definition from [1]

Y2k =
〈s−k, sk〉〈s−k−1, sk+1〉
〈s−k−1, s−k〉〈sk, sk+1〉

Y2k+1 =

(
〈s−k−1, sk〉〈s−k−2, sk+1〉
〈s−k−2, s−k−1〉〈sk, sk+1〉

)+

.

(3.22)

Notice that, using the normalization 〈si, si+1〉 = 1, we retrieve (3.20).

We are interested in the geometrical interpretation of the Y -functions in the limit when θ → −∞.

For the scattering amplitudes, we will see that both limits θ → ±∞ work in a similar way.

3.5.1 WKB limit

Let us now introduce the main tool for finding the asymptotic behavior of the Y -functions. For a

more rigorous treatment in a related case see [10, Appendix C].

We need a way to describe the products 〈si, sj〉 above as θ → −∞. Such a product can be

understood by transporting si in sector i to sj in sector j using the connection J(z) as described

above1

si(w
′) = P exp

(
−
ˆ w′

w

J(z) dz

)
si(w) . (3.23)

Say that we asymptotically know each solution sk in a neighbourhood around the point zk – for

example at large zk in sector k using the large-z asymptote (3.9) as illustrated in figure 3. We will

now use the fact that J becomes diagonal as ζ → 0, which we will call the WKB limit, to transport

the small solution.

Some care has to be taken though in how we apply this to the asymptotic expression for si. We

have to keep track of the initial asymptotics such that we don’t enlarge a sub-leading term. For

this reason, let us consider the example of transporting s0 starting from z0.

1Repeated here for convenience in a slightly different notation
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s0

s1

s−1

s−2

z1

z0

z−1

z−2

Figure 3: Small solutions for the harmonic oscillator and the octagon with roots (red) and branch-cut
(blue) of p(z). We imagine that the small solution si is known in a neighbourhood around zi.

For large z0 in sector zero we know that

s0(z0) ∼
large z0

A0

0

1

 exp

(
−1

ζ

ˆ z0 √
p(z) dz

)
(3.24)

and in the WKB limit

− J dz ∼
ζ→0

 1
ζ

√
p dz 0

0 − 1
ζ

√
p dz

 (3.25)

When applying this to s0(z0) above we want the factor exp
(
− 1
ζ

√
pdz

)
to strengthen the leading
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asymptote which is done when Re
(
− 1
ζ

√
p dz

)
> 0. It becomes the most strengthening when

Im
(

1
ζ

√
p dz

)
= 0 which gives us a direction dz where we can safely parallel transport the small

solution. The lines these differentials form are called WKB lines.

For the small solution s1(z1) we instead have

s1(z1) ∼
large z1

A1

1

0

 exp

(
+

1

ζ

ˆ z1 √
p(z) dz

)
(3.26)

for which we require the other eigenvalue of J to become strengthening, i.e. Re
(

+ 1
ζ

√
p dz

)
> 0,

but still Im
(

1
ζ

√
pdz

)
= 0. The WKB lines are the same for both types of small solutions, but the

directions vary.

We see that if we follow this strict direction of the steepest ascent, every point z (besides the roots

of p) can flow only along one WKB line and in one direction. To be able to catch and arrive by

different WKB lines we use the fact that we know the asymptotic expansion of the small solution

sk in a neighbourhood around zk as shown in figure 3.

Note that even though we let ζ → 0 we still have some choice in which direction, i.e. the argument

of ζ. This enables us to adjust the WKB lines to some degree which will (hopefully) be enough for

the products considered in the Y -functions above. In fact, it is shown in [1] that setting the phase

of ζ to eiπ/4 is enough for all the products we use.

3.5.2 Branch cuts

An important situation is when the WKB lines approaches a branch cut of
√
p(z). Let us discuss

that in a bit more detail.

Instead of only using the complex plane for z we imagine that we live on a Riemann surface obtained

by analytically continuing
√
p as seen in figure 4 in the case of the harmonic oscillator.

When traveling along a WKB line, we follow the analytical continuation of
√
p and thus walking

smoothly along the Riemann surface. While doing numerical calculations though, we work with

single valued functions and have to choose one sheet of the surface by introducing branch cuts. At
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Figure 4: The Riemann surface of Im
√
p(z) where p(z) = z2 − 1.

these branch cuts the single valued function becomes discontinuous which we have to account for

by going to the next sheet when doing the WKB lines.

3.5.3 Harmonic oscillator and octagon

We are now ready to discuss the geometrical interpretation of the Y -functions. Let us concentrate

on the case of Y1 with a second degree polynomial p(z) that is positive for large real z and has

real roots. This is the case both for the harmonic oscillator and for the octagon in the scattering

amplitude picture.

The WKB lines can be seen in figure 5. Note that the arrows denote the direction of steepest ascent

for the solutions that are initially defined at the arrow tail. The other solution must be transported

in the opposite direction.

From the normalization independent definition we have that

Y1 =

(
〈s−1, s0〉〈s−2, s1〉
〈s−2, s−1〉〈s0, s1〉

)+

. (3.27)
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s0

s1

s−1

s−2

Figure 5: WKB lines for the harmonic oscillator and the octagon. The directions are for the solutions
where the arrow starts.

We take a closer look at the product 〈s0, s1〉 where

s0(z1) ∼
ζ→0

exp

(
−1

ζ

ˆ z1

z0

√
p dz

)
s0(z0) , (3.28)

which gives

〈s0, s1〉 ∼
ζ→0

exp

(
−1

ζ

ˆ z1

z0

√
p dz

)
det
(
s0(z0), s1(z1)

)
. (3.29)

The same is done with the other products forming Y1, being careful to only follow the WKB lines.

Note that, when calculating the determinants, we get each component both in the numerator
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and the denominator. Thus, the sk(zk) components cancel, which shows that the Y -function is

normalization independent and we obtain

log Y1 ∼
ζ→0

(
1

ζ

˛
γ1

√
p dz

)+

=
1

iζ

˛
γ1

√
p dz , (3.30)

with γ1 : z−1 → z0 → z1 → z−2 → z−1 which we can deform to a simple contour running around

the roots counter clockwise. In the case of the harmonic oscillator where p(z) = z2 − 1 we get that

log Y1 ∼
ζ→0
−π/ζ.

The asymptotics for all the Y -functions can be related to such cycles of
√
p, sometimes entering

both sheets. The contours and all pre-factors can be found in [1]. 2

For the scattering amplitudes, we see from (2.2) that the limit ζ →∞ works in a similar way, but

now taking cycles of
√
p̄ which can be shown to be the same as those above for polynomials with

roots on the real line [1].

3.6 Y-system integral equations

By looking at the geometrical interpretation of the Y -functions we have now probed their asymptotic

behavior. Let us summarize some of the results from above in terms of θ where ζ = eθ.

For the Schrödinger problem we have that log Ys ∼ −mse
−θ as θ → −∞ where ms comes from

the cycles of
√
p(z) and can be shown to be real and positive in the case of polynomials with real

roots [1]. In the other limit we see that the θ-dependence in the differential equation (3.5) for ψ

drops out, which means that the only θ dependence of the small solutions in this limit comes from

the normalization. This leads us to the conclusion that Ys goes to a constant as θ →∞ since it is

constructed to be independent of normalization and z.

In the case of the scattering amplitudes we have similar asymptotic expansions in both limits with

log Ys ∼ − 1
2mse

−θ as θ → −∞ and log Ys ∼ − 1
2mse

θ as θ → +∞ with the same, positive ms.

2Note that there is a factor of two relating the definition of ms in this paper compared to the case of the
Schrödinger problem.
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Summa summarum, Ys ∼ exp[−ZYs(θ)] for large |θ| up to constant pre-factors where

ZYs(θ) =

mse
−θ for Schrödinger

ms cosh θ for scattering amplitudes

(3.31)

We don’t need to worry about the extra constants of proportionality since the following arguments

only rely on the fact that Ỹs ≡ Ys/ exp(−ZYs) is bounded as θ → ±∞ [11].

Note that Z+
Ys

= −Z−Ys for both cases. From (3.21) we then get that

Ỹ +
s Ỹ

−
s = Y +

s Y
−
s = (1 + Ys+1)(1 + Ys−1) , (3.32)

or, equivalently with ls ≡ log Ỹs

l+s + l−s = log
(

(1 + Ys+1)(1 + Ys−1)
)
. (3.33)

By design, ls is bounded (and in the case of the scattering amplitudes it goes to zero in both limits

of θ). This means that we can use an ε-regularized Fourier transform to solve the above equation

for ls [11].

Denoting l̂s(ω) = F [ls(θ)](ω) =
´∞
−∞ ls(θ)e

−iωθ dθ we find that F [l±s ](ω) = e∓ωπ/2 l̂s(ω) where it is

assumed that we don’t pass any poles of ls when shifting the contour with Im θ : ±π/2→ 0. Thus,

2 cosh
πω

2
l̂s = F

[
log
(

(1 + Ys+1)(1 + Ys−1)
)]
. (3.34)

Inverting this we find ls as the convolution

ls = KY ? log
(

(1 + Ys+1)(1 + Ys−1)
)

KY (θ) = F−1
[

1

2 cosh πω
2

]
(θ) =

1

2π cosh θ

(3.35)
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Hence, we get that

log Ys(θ) = −ZYs(θ) +

ˆ ∞
−∞

dθ′KY (θ − θ′) log
((

1 + Ys+1(θ′)
)(

1 + Ys−1(θ′)
))
, (3.36)

which is one of the results of [1].

We note that when Im θ approaches ±π/2 we hit a pole in the kernel. Since we assume that the

Y -functions are analytic, the expression (3.36) can only be true for | Im θ| < π/2. Beyond that we

would either have to pick up a residue from the kernel (as explained further in the section for the

T1 function below) or simply use (3.21) to recursively find an expression in terms of Y -functions

inside this strip of validity.

The integral equations enables us to solve for the Y -functions iteratively by first inserting the

asymptotic expressions for all Ys in (3.36) with a convergence that is very fast.

Another important note is that, for the harmonic oscillator and the octagon, we have only one Y -

function which is then completely given by its asymptote as seen in (3.36). The constant pre-factor

is obtained from (3.21) which gives Y1 = exp(−ZY1).

Finally, using the Y -functions the regularized area can be computed by

A =
∑
s

ˆ
dθ

ms

2π
cosh θ log

(
1 + Ys(θ)

)
, (3.37)

as explained in [1].

4 Finding the small solutions

Before we can solve for the small solutions we need to find T1 numerically in terms of the Y -

functions that we found an expression for above. The method is very similar; we will use the

functional relation (3.19) between T ’s and Y ’s, find the large |θ| asymptotes for T1 and write an

integral expression using Fourier analysis. Since T1 is normalization dependent we first need to

discuss the normalization of the small solutions.
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4.1 Normalization

Using the shift relation (3.12) we can obtain all the small solutions from s0 and normalizing s0 such

that 〈s0, s1〉 = 1 results in 〈si, si+1〉 = 1 for all i as discussed above. But as we also covered, there

is some freedom left in choosing the normalization, namely s0 → s′0 = f(θ)s0 where f is a zero

mode f+f− = 1 which still leaves 〈s0, s1〉 = 1.

The remaining freedom in normalization gives us the possibility of changing the behavior of T1 as

T ′1 ≡ 〈s′−1, s′1〉 = f−−f++〈s−1, s1〉 = f−−f++T1 =
T1
f2

, (4.1)

where we, in the last step, have used that f is a zero mode.

From the Hirota equations we have that (since m1 is positive)

T+
1 T
−
1 = 1 + Y1 ∼

θ→−∞
1 + e−m1e

−θ
∼

θ→−∞
1 . (4.2)

Thus, T1 is asymptotically a zero mode and have the expansion T1 ∼ eg(θ) as θ → −∞ where

g+ + g− = 0. We can then choose f(θ) = e
1
2 g(θ) so that T ′1 → 1 as θ → −∞ and f+f− = 1.

After renormalizing s0 such that T1 ∼ 1 as θ → −∞ one can argue that the small solutions have

asymptotic expansions of the form

s0 ∼
θ→−∞

A0

0

1

 exp

[
−1

ζ

(ˆ z√
p+B0

)]
(4.3)

where A0 and B0 are a constants with respect to both ζ and z. This is consistent with s0 satisfying

(3.5) in the WKB limit where J becomes diagonal but adding the additional statement that the

normalization only enters as a integration constant B0 and an overall, constant, factor A0.

By comparing with the explicit solutions for the harmonic oscillator in this normalization we found

that this is indeed the case and could determine A0 and B0.

The argument is similar for the scattering amplitudes where Y1 → 1 in both limits, but here the

non-renormalized T1 could in general have two different zero modes as asymptotic expansions in
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the two limits θ → ±∞. There is strong evidence, though, for that they can be dealt with using

the same f .3

The limit θ → ∞ is a bit special in the case of the harmonic oscillator where we have allowed

ourselves to depend more on the explicit solutions. We see that the θ dependence drops out from

the connection in this limit and the small solutions can then be found as

s0 = D(θ)

−1

1

 1

(z2 − 1)
1
4

, (4.4)

where D(θ) is a normalization factor.

Using the prescription for renormalizing T1 in the other limit above we find from the explicit

expressions that

D(θ) =
(−1)

1
4
√
π

Γ( 1
4 )

eθ/4 (4.5)

This behavior makes T1 go to a constant in the θ → ∞ limit and since Y1 → 1 as θ → ∞ this

constant has to be
√

2 from combing (3.18) and (3.19) which gives

T+
s T
−
s = 1 + Ys (4.6)

4.2 Integral equation for T1

The functional relation between T1 and Y1 we need is directly given by (4.6).

We found above that T1 goes to a constant in both limits θ → ±∞ for both the scattering amplitudes

and the harmonic oscillator. That T1 is bounded means that we can use the Fourier transform to

invert the relation above after taking the logarithm of both sides. We find that

log T1 = KT ? log(1 + Y1)

KT (θ) = KY (θ) =
1

2π cosh θ

(4.7)

3Even if this should be proven not to be the case the integral equations for T1 are easily modified to include any
zero mode asymptotics as was done for the Y -functions.
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Finally,

log T1(θ) =

ˆ ∞
−∞

dθ′KT (θ − θ′) log
(
1 + Y1(θ′)

)
. (4.8)

Indeed, we now see that for the harmonic oscillator T1 →
√

2 when θ → ∞ as expected since, for

large θ, the convolution picks up a contribution only at large θ′ because of the kernels compact

support. As θ′ → ∞ we have that log(1 + Y1(θ′)) ∼ log 2. The integral can then be written as´∞
−∞ dθ′(2π cosh θ′)−1 log 2 = (1/2) log 2.

4.2.1 Picking up residues

We see that the integral equation (4.8) is also only valid for | Im θ| < π/2 since the kernel KT (θ−θ′)

has the same form as for the Y -functions and has poles at θ − θ′ = iπ/2 + iπk with k ∈ Z. We

assume that T1 is analytic and will now discuss how to go beyond this strip of validity.

The picture we should have in mind is the following. The integration variable θ′ follows the contour

that is the real line and when smoothly changing Im θ we move the poles as seen in the θ′ plane.

Our integral expression (4.8) is still valid when translating the poles or shifting the contour of

integration as long as the all the poles above the contour stays above the contour and similarly for

the ones below as can be seen from Cauchy’s integral theorem.

If a pole tries to sneak over the contour in either direction when changing Im θ we have to cancel

its contribution by either adding or removing the residue as illustrated in figure 6.

When increasing Im θ above π/2 new poles cross the contour from below which are canceled by

removing their residues (times 2πi) on the right hand side of the integral equation. Decreasing Im θ

below −π/2 instead makes poles cross from above which we cancel by adding their residues.
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∠θ′

A

B

Figure 6: Cancellations of poles (dots) crossing the integration contour in the θ′ plane

The residues at θ′ = αk ≡ θ− iπ/2− iπk of the kernel together with an analytic function f(θ′) are

found as

˛
γk

1

2π cosh(θ − θ′)
f(θ′) dθ′ =

{
θ′ = αk + ε

}
=

˛
γ0

1

2π cosh(iπ2 + iπk − ε)
f(αk + ε) dε

=

˛
γ0

(−1)k+1

2πi sinh ε
f(αk + ε) dε =

˛
γ0

(−1)k+1

2πiε
f(αk + ε) + . . . dε = (−1)k+1f(αk) ,

(4.9)

where γk are positively oriented, closed contours around αk and γ0 is the equivalent around the

origin.

Thus, if we let T̄1(θ) be defined as in (4.8) without picking up poles as we shift θ we get that

log T1(θ) =



log T̄1(θ) −π
2
< Im θ <

π

2

− (−1)0+1 log
(

1 + Y1(θ − iπ
2

)
)

+ log T̄1(θ)
π

2
< Im θ <

3π

2
k = 0

− (−1)1+1 log
(

1 + Y1(θ − i3π
2

)
+

− (−1)0+1 log
(

1 + Y1(θ − iπ
2

)
)

+ log T̄1(θ)
3π

2
< Im θ <

5π

2
k = 1, 0

(4.10)

where the first minus signs are needed because the residues should be removed in this direction (A

in figure 6). When going in the other direction we would instead add the residues for negative k (B

in the same figure).
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4.3 Integral equation for the small solutions

To numerically solve for the small solutions we will use the fact that the space of all solutions is two

dimensional. Thus, by taking products with s−1 and s1 again using the notation 〈i, j〉 ≡ 〈si, sj〉 we

get (compare with the derivation of (3.16))

s0 = as−1 + bs1

a =
〈0, 1〉
〈−1, 1〉

b =
〈−1, 0〉
〈−1, 1〉

(4.11)

which in our normalization (〈i, i+ 1〉 = 1) becomes

T1s0 = 〈−1, 1〉s0 = s−1 + s1 = C−1s−−0 + Cs++
0 = C(s++

0 − s−−0 ) , (4.12)

or, equivalently,

CT1s0 = s−−0 − s++
0 (4.13)

We now have a functional relation for the small solution s0 and would like to use the asymptotes

of s0 to define a quantity that is bounded in both limits. We would then be able to use Fourier

analysis to invert the expression above and find an integral equation in a similar way as for the

Y -functions and T1

In the normalization section above we argued for the asymptotic behavior of s0 with some

normalization issues sorted out using the explicit solutions in appendix A.

We found that in sector zero

s0 ∼
θ→−∞

VL exp
(
− Zs0(θ, z)

)
s0 ∼

θ→∞
VR exp(θ/4)

Zs0(θ, z) = e−θ
(ˆ z√

p(w) dw + const.

)

VL = (−1)
1
4

0

1

 VR =
(−1)

1
4
√
π

(z2 − 1)
1
4 Γ( 1

4 )

−1

1


(4.14)
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Let us define

s̃0 ≡
s0 − VL exp

(
− Zs0(θ, z)

)
exp

(
− Zs0(θ, z)

)
exp(θ/4)

, (4.15)

which has the properties (for z ∈ S0)

s̃0 → 0 as θ → −∞ because the correction to the WKB wins over exp(θ/4)

s̃0 → VR as θ →∞
(4.16)

Since Z±±s0 = −Zs0 we get that

s0 = e−Zs0 (s̃0e
θ/4 + VL)

s±±0 = e+Zs0 (s̃±±0 e±iπ/4eθ/4 + VL) ,
(4.17)

which modifies (4.13) to

e−iπ/4s̃−−0 − eiπ/4s̃++
0 = CT1e

−2Zs0 (s̃0 + VLe
−θ/4) (4.18)

As before, we invert this relation using Fourier analysis and find the integral equation

s̃0 = C Ks0 ? T1e
−2Zs0 (s̃0 + VLe

−θ/4)

Ks0(θ) = F−1
[

1

2 sinhπ(ω − i/4)

]
(θ) =

i eθ/4

4π cosh(θ/2)
(z ∈ S0) .

(4.19)

s̃0 can now be found iteratively by first inserting a smooth function with the correct limits from

(4.16). The small solution s0 can then be obtained using (4.17).

Note that the integral expression can only be valid in the strip −π < Im θ < π after which we pick

up poles from the kernel.

Also note that in the case of the scattering amplitudes we expect more symmetric asymptotic

expansions of the small solutions as argued above – the θ →∞ limit being different for the harmonic

oscillator. Asymptotic expansions of the WKB form in both limits (as is expected for the scattering

amplitudes) simplifies the kernel above, but the general method stays the same.
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4.3.1 Other sectors

Above, we explained how to numerically find s0 in S0. Let us now first generalize to finding the

small solution sk in Sk which proves to be easier than the next case of computing the small solution

outside its own sector. The latter we will do for the case of s0 in S1 and S2 which are easily

generalized.

sk in Sk

We will start from (4.19) and use the shift relations. This requires some care in making sure we

pick up all necessary residues and that we keep the e−2Zs0 factor suppressing so that the integral

converges. While discussing how the poles crosses the contour we will imagine that k is positive

but the same arguments can be made for negative k.

Increasing θ for s̃0 in (4.19) moves the poles in the θ′ plane upwards and we need to remove the

residues as in figure 6 (A). Let us introduce the shorthand notation

h(θ′) ≡ T1(θ′)e−2Zs0 (θ
′)(s̃0(θ′) + VLe

−θ′/4) , (4.20)

where we suppress the z-dependence of h.

Thus,

s̃0(θ) = C

ˆ ∞
−∞

dθ′Ks0(θ − θ′)h(θ′)

s̃
[2k]
0 (θ) ≡ s̃0(θ + iπk) = C

ˆ ∞
−∞

dθ′Ks0(θ − θ′ + iπk)h(θ′)− (residues) .

(4.21)

We make a simple change of variables θ′′ = θ′ − iπk, without deforming the contour.

s̃
[2k]
0 (θ) = C

ˆ ∞−iπk
−∞−iπk

dθ′′Ks0(θ − θ′′)h[2k](θ′′)− (residues) . (4.22)

When now shifting the contour to the real axis again we will sweep over the same poles that got

introduced earlier and will now be added with the opposite sign – canceling all the residues. Imagine
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figure 6 (B) with the pole stationary while the contour moves upwards.

The result is then

s̃
[2k]
0 (θ) = C

ˆ ∞
−∞

dθ′′Ks0(θ − θ′′)h[2k](θ′′) (z ∈ Sk) . (4.23)

We note that the factor exp
(
− 2Zs0(θ′, z)

)
is now suppressing for z ∈ Sk.

All the small solutions sk can now be found iteratively for z ∈ Sk in the same way as for s0 in S0.

s0 in S1

When going outside sector zero the factor exp
(
−2Zs0(θ′, z)

)
makes the integral in (4.19) diverging.

As z moves continuously across the complex plane counter clockwise we need to shift the contour

accordingly, but first we will start with a simple change of variables θ′′ = θ′ − iπ

s̃0(θ) = C

ˆ ∞−iπ
−∞−iπ

dθ′′K [−2]
s0 (θ − θ′′)h[2](θ′′) (4.24)

The kernel K
[−2]
s0 (θ − θ′′) has poles at θ′′ = θ + 2iπn. Assuming θ ∈ R, we will meet the pole at

θ′′ = θ as we shift the contour to the real line. Note that we can’t let the contour run straight over

the pole but we have to go around it in the lower half plane as shown in figure 7. This is equal to

taking the Cauchy principal value and half the residue.

shift

−iπ

−2iπ

2iπ

∠θ′′ = θ

= pole

Figure 7: Deformation of the contour as we avoid the pole on the real line.
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We expand the kernel around θ′′ = θ and find that K
[−2]
s0 (θ − θ′′) = ei

π
4

2iπ(θ′′−θ) + . . . which gives

s̃0(θ) = C

(
ei
π
4

2
h[2](θ) +

 ∞
−∞

dθ′′K [−2]
s0 (θ − θ′′)h[2](θ′′)

)
(z ∈ S1) . (4.25)

Notice that the right hand side contains s̃++
0 in S1 which is essentially s1 in S1 that can be computed

using (4.23). The small solutions s0 can then be found directly by integration without resorting to

further iterations. We can in this way find all sk in Sk+1 and, similarly, in Sk−1.

s0 in S2

Let us continue from (4.25) to the next sector S2 by first making a change of variables without

changing the contour

s̃0(θ) = C

(
ei
π
4

2
h[2](θ) +

 ∞
−∞

dθ′K [−2]
s0 (θ − θ′)h[2](θ′)

)
=
{
θ′′ = θ − iπ

}
=

= C

(
ei
π
4

2
h[2](θ) +

 ∞−iπ
−∞−iπ

dθ′′K [−4]
s0 (θ − θ′)h[4](θ′)

)
.

(4.26)

When shifting the contour to make the exponential suppressing we will now completely envelope

the pole we previously only partially encircled. More rigorously, K
[−4]
s0 (θ − θ′′) has poles at θ′′ =

θ + iπ + 2iπn and our initial θ′′-contour above goes slightly under the pole θ − iπ where we still

imagine θ ∈ R. When shifting θ′′ to the real line we will circle the pole once and should, besides

the integral, have the complete residue of this pole as well. See figure 8.

This is exactly the result we would have obtained by starting from (4.19) and shifting the contour

by 2πi at once, completely enveloping the pole. Since the pole is no longer on the contour along

the real line, the Cauchy principal value is not necessary.

Finally,

s̃0(θ) = C

(
ei
π
4 h[2](θ) +

ˆ ∞
−∞

dθ′′K [−4]
s0 (θ − θ′)h[4](θ′)

)
(z ∈ S2) . (4.27)

Here, the right hand side depends on s1 in S2 and s2 in S2 which can be found using the two
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shift

−iπ

−3iπ

∠θ′′ = θ

= pole

Figure 8: Further shifting of the contour to envelope the whole pole.

previous methods above. As before, s0 in S2 is then obtained by direct integration. With these

results we can easily extend a small solution sk to a general sector Sm.
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5 The harmonic oscillator

After developing these methods for finding the small solutions, let us now apply them to the

harmonic oscillator and compare with the known solutions.

The explicit solutions were obtained by solving (3.1) with V (x) = x2 for all energies using

Mathematica. Without the conditions that the solution should be bounded in both sector S0 and

S2
4 we get a continuous spectrum in the energy ζ−1 with solutions written in terms of parabolic

cylinder functions. These are then written in a two-component form according to (3.4).

We obtain a two dimensional space of solutions and choose the direction that have a vanishing

solution at large z in S0. This will be our s0. The normalization is found by first requiring that

〈s0, s1〉 = 1 and then by fixing T1 ∼ 1 as θ → −∞ as described in section 4.1. The final expressions

for s0 and T1 are included in appendix A.

From these expressions we notice that the small solutions express the Stokes’ phenomenon in figure

9 as expected and at the physical energy E = 1, i.e. θ = 0 we see that s0 is small in both S0 and

S2.

Θ=0.1

-2
0

2
Re z -2

0

2

Im z
0

2

4
ÈHs0L+È

Θ=0

-2
0

2Re z -2

0

2

Im z
0

2

4

6

ÈHs0L+È

Figure 9: The absolute value of the first component of s0 as z = 3 exp(iϕ), ϕ : 0 → 2π. We notice the
Stokes’ phenomenon for the small solutions and that, at the physical energy corresponding to θ = 0, s0 is
small in both S0 and S2.

4When solving for physical wave functions one usually imposes that they vanish as x→ ±∞.
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The Y -system for the harmonic oscillator is trivial since Y1 is given by its asymptotic expansion. We

integrate around the roots of p(z) as implied by figure 5 to find m1 = π and thus Y1 = exp(−πe−θ).

From this we can use (4.10) with generalization to find T1. In figure 10 we compare the numerical

computations with the explicit T1 obtained from T1 = 〈s−1, s1〉 and find complete agreement.

Note that without the inclusion of residues, T1 would be periodic with T1(θ) = T1(θ + 2πi) and

discontinuous as in figure 11.

0.5 1.0 1.5 2.0 2.5
x

-10

10

20

T1Hä Π xL

Im T1 explicit

Re T1 explicit

Im T1 numerical

Re T1 numerical

Figure 10: Comparison between numerical T1 from (4.10) and explicit expression

To test the integral equations for s0 in S0, S1 and S2 from (4.19, 4.25, 4.27) we insert the explicit

solution, which should solve the equation, on the right hand side of the equation and compare with

the same solution on the left hand side. The result for one specific value of z in each sector is shown

in figure 12 where the expressions are found to match perfectly.

Now that we have verified the integral equations we can start solving for s0 in S0 iteratively using

the integral equation (4.19). As a starting position for the iterations we use

s̃0 =
eθ

1 + eθ
VR , (5.1)

where VR is defined in (4.14) and which has the proper behavior of (4.16).
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2.5
T1H2+ä Π xL

Re T1 no residues

Re T1 explicit

Re T1 numerical

Figure 11: Illustration of T1 with and without extra residues together with explicit solution

The results for the three first iterations at the point z = 3.14 + 0.5i can be seen in figure 14 which

are already quite good. We note the strange fact that the second component seems to get worse

between the second and the third iteration. Also, it seems like, at each iteration, one component is

better than the other and that which component this is alternates between iterations.

Taking a closer look with more iterations one sees that this is indeed the case as is also shown in

figure 13 (left) where we study the difference between the numerical and explicit solutions. The

two components alternate but both are ultimately converging. From the combined errors of the two

components in figure 13 (right) we see that the total deviation is decreasing monotonically.

When computing the numerical solutions one would benefit from taking advantage of this behavior.

If one has computed the small solutions to the eight iteration as in figure 13, one could in this case

use component 1 from iteration 7 while taking component 2 from iteration 8.

We have noticed that the convergence is fast (a few iterations) for all but very large, positive θ. In

figure 14 we include a frame where we have gone as far as to 30 iterations. The iterative solution

converges perfectly to the explicit solution.

All included, the methods developed in the previous sections have been proven very successful and

we would now like to extend them to the case of the scattering amplitudes.
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Figure 12: We insert the explicit solution in the integral equations above and see that we retrieve the
small solution again. Here we show the first component at one specific value of z in each sector.

â â

â
â
â â â â

+

+
+
+
+
+ + +

0 2 4 6 8
Iteration

0.2

0.4

0.6

0.8

1.0
Deviation

+ Component 2
â Component 1

•

• • • • • • •
0 2 4 6 8

Iteration

0.2

0.4

0.6

0.8

1.0
Deviation

• Combined

Figure 13: The convergence of s̃0 from figure 14. The deviation ∆α for component α (left) is defined by

∆2
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´ (
(s̃0 numerical)α− (s̃0 explicit)α

)2
dθ. The combined deviation ∆ (right) is defined by ∆2 = ∆2

1 + ∆2
2.
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Figure 14: Iteratively solving for s̃0 at z = 3.14 + 0.5i. Note that the components alternate at being the
best fitting component between iterations.
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6 Scattering amplitudes

The equations for the small solutions in the scattering amplitudes case are very similar to those of

the harmonic oscillator. We can directly translate most of the results, especially those regarding

the limit θ → −∞.

In the other limit the two problems differ, but the scattering amplitudes are usually easier to deal

with since their θ →∞ limit is very similar to θ → −∞.

Thus, the asymptotic expansions that were used to make, for example, s̃0 bounded change, and in

fact, the new expression should now only contain zero modes as was the case in θ → −∞. This

greatly simplifies (4.17) and therefore also the kernel Ks0 together with the factor it is convoluted

with. Most other functional relations are still valid provided that we update the asymptotic

expansions.

Future developments involve studying the normalization and behavior of T1 in both limits and apply

the methods above to the scattering amplitudes. Ultimately, we want to find the small solutions

for the scattering amplitudes in all sectors and use these to find the minimal surface in AdS3 as

described in [7, Section 2.2]. An illustration of such a surface can be found in figure 1.

7 Conclusions

In this essay we have developed a method for finding the small solutions in the two-component

formalism of the harmonic oscillator. This was shown to be very similar to the problem of finding

the minimal surface of a string world sheet in AdS3 ending on a null polygon on the border of AdS.

We have briefly introduced the one parameter family of flat connections and the corresponding

equations for the flat sections which would give us the minimal surface. We derived a two-component

equation starting from the Schrödinger equation and pointed out the resemblance to the flat sections.

Using the example of the Schrödinger equation we defined the small solutions, discussed the Stokes’

phenomenon and obtained the Y -system equations. After that we found the asymptotic expansion

of the Y -functions and obtained their geometrical interpretation.
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The Y -system equations were written as integral equations that could be solved iteratively and

similar integral equations were found for T1 and the small solutions after discussing the issue of

normalization. We showed how shifting θ introduced extra residues to our integral expressions and

how the small solutions sk are computed in any sector Sm.

Next, the methods were tested by applying them to the two-component harmonic oscillator where

the solutions are already explicitly known. We found that they were very successful and that the

convergence was fast.

Finally, we discussed how this can be applied to the minimal surfaces for scattering amplitudes and

future developments.
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A Explicit expressions

From the procedure explained in section 5 we got the explicit solutions for the two component

harmonic oscillator as

s0 =
(−1)

1
4 2

1
4 (e−θ−1)− 1

2 e
1
4 e
−θ(θ+1)− θ4

(z2 − 1)
1
4

(
√
z2 − 1 + z)Dν1(ω)−

√
2eθ/2Dν2(ω)

(
√
z2 − 1− z)Dν1(ω) +

√
2eθ/2Dν2(ω)

 (A.1)

where ω =
√

2e−θ/2z, ν1 = 1
2 (e−θ−1), ν2 = 1

2 (e−θ+1) and Dν are the parabolic cylinder functions.

The renormalized T1 is then found as

T1 =
π 21−e

−θ
e−

1
2 e
−θ(θ+1)

Γ
(
1
4 (1 + e−θ)

)
Γ
(
1
4 (3 + e−θ)

) (A.2)
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